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AI training DCs: Grid Stability Challenge

• NERC White Paper: AI training facilities create novel challenges with 
ramping rates up to 1.9 p.u./sec

• Source of disturbances and 
risk of incidents for their size
and their resonance frequency

• AI training workloads show 
extreme power variability: Computation phases (~90% TDP*) vs 
Communication phases (~10% TDP), synchronized across 100,000+ 
GPUs (OpenAI/MS/NVIDIA technical paper August 2025)

• Large energy consumers requiring generator-like requirements

• NERC recommendations - likely new FERC standards in next future

(*) TDP: Thermal Design Power

https://www.nerc.com/comm/RSTCReviewItems/3_Doc_White%20Paper%20Characteristics%20and%20Risks%20of%20Emerging%20Large%20Loads.pdf
https://www.nerc.com/comm/RSTCReviewItems/3_Doc_White%20Paper%20Characteristics%20and%20Risks%20of%20Emerging%20Large%20Loads.pdf
https://arxiv.org/abs/2508.14318
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Different types of Data Centers

Three Distinct Categories with Different Grid Impacts

1. Traditional Data Centers
• Stable, predictable load profiles
• 70-80% average capacity utilization
• Smooth ramping characteristics
• Example: Cloud storage, enterprise applications

2. AI Training Facilities
• Synchronized workloads across 100,000+ GPUs
• Computation phases (~90% TDP) vs Communication phases (~10% TDP)
• Extreme variability: 10% → 90% TDP in seconds
• Grid impact: Similar to losing a large generator

3. AI Inference Data Centers (Operations/Production)
• More stable than training, less than traditional
• Workload depends on user demand patterns
• Still significant but manageable variability
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The Energy Appetite: AI in Perspective

• Avg AI prompt requires 10x more electricity than Google query
• Training GPT-4 class model ≈ 50 GWh (estimated)
• Large AI training cluster: 500-1,000 MW continuous load
• Equivalent to a **medium-sized city**

• Growth Trajectory for Data Centers (DCs):
• Global DCs electricity: 460 TWh (2022) → potentially 1,000+ TWh (2026)
• AI portion growing from ~10% to 40%+ of DCs consumption

• Grid Operator Concerns:
• Frequency stability: sudden 1,500 MW load loss documented (NERC review)
• Planning reserves: traditional demand forecasting models inadequate
• Connection queue: years of backlog in key regions
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The AI-Climate Dilemma
(2024, Floridi et alii, Yale)

• In Europe, DC demand is expected to 
triple, even though expected EV 
demand is higher (picture drawn
from RMI recent study)

• Climate impact: utilities extend 
fossil fuel generation units to meet 
data center demand (sometimes 
nuclear as well, where available)

• Country examples 
(DC demand % of total electricity):
IE: 21% (projected 30% by 2032) 
NL: 5.2% DE: 3% FR, IT: 2.2-2%

https://www.researchgate.net/publication/382912002_How_to_bridge_the_US_energy_supply_gap_to_meet_the_rising_demands_for_computing_power_in_the_era_of_generative_AI
https://rmi.org/fast-flexible-solutions-for-data-centers/
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EU/1: Why Ireland

• 2015: 5% DCs of national electricity; 2023: 21%;  2032 30% projection
• Dublin area alone: 48% of electricity serves data centers

• Highest concentration globally: reasons
✓ Tax regime
✓ Cool climate (natural cooling advantage)
✓ Strategic location (EU-US connectivity)
✓ High-quality digital infrastructure
✓ But: Grid investment didn't keep pace

• The first regulatory Response: CRU moratorium (2021 in Dublin area 
due to grid capacity exhausted)

The moratorium is having real-world consequences. In September 2024, Amazon Web 
Services’ [AWS] country lead for Ireland, Neil Morris, announced that Amazon would not 
embark on further DC investment in the country until its offshore wind strategy and energy 
policies were resolved – despite having announced more than €30bn of investment in 
other European locations, including Spain, Germany, France and the UK (source: KPMG)

https://kpmg.com/ie/en/insights/strategy/data-centres-ireland.html
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EU/1: Irish Regulator’s
Comprehensive Proposal
CRU Consultation Paper (Febr-25)- 4 pillars

• Energy self-sufficiency: New data centers 
must have dispatchable generation equal to 
maximum capacity (technology neutral)

• Future-proofing: Equipment must be 
hydrogen/biofuel compatible, if thermal, or 
use renewable coupled with storage

• Intelligent localization: Grid operators must 
publish capacity maps;  connections can be 
refused in saturated zones

• Operational flexibility: Data centers shall provide 
demand response services during grid stress periods

https://www.cru.ie/about-us/news/new-electricity-connection-policy-for-data-centre/
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EU/1: Irish Industry Reaction

from Addleshaw Goddard analysis

Generation Adequacy

• Industry demand far outstrips power supply

• CRU's 2021 Direction: strict criteria for grid connections

• New Large Energy Users Policy awaited: will set parameters for future 
development

Network Planning Process: slow-moving, prone to objections & 
judicial review

• Hope: New Planning Act will introduce mandatory timelines + 
"sufficient interest" test: should speed process and reduce frivolous 
objections

https://www.addleshawgoddard.com/en/insights/insights-briefings/2025/real-estate/future-data-centres-ireland/
https://www.addleshawgoddard.com/en/insights/insights-briefings/2025/real-estate/future-data-centres-ireland/
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EU/2: Spanish «Concurso de domanda»

Decreto 14863 11 July 25

• Legal innovation: abandoning
«First Come, First Served»

• GHG emissions avoided as a 
merit index

• Further criteria: projects 
promoting electrification of 
industrial processes and green 
energy vectors

• DC expected evolution: from 
200 MW to 730 MW (2026)

https://www.boe.es/boe/dias/2025/07/17/pdfs/BOE-A-2025-14863.pdf
https://www.boe.es/boe/dias/2025/07/17/pdfs/BOE-A-2025-14863.pdf
https://www.boe.es/boe/dias/2025/07/17/pdfs/BOE-A-2025-14863.pdf
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US Approach: case by case
FERC Rejection vs ERCOT Flexibility
• FERC: Amazon-Susquehanna Case

• Rejected: 300→480 MW co-location agreement (existing nuclear unit, 
«BTM»)

• Reasoning: Unfair cost-shifting to consumers (alleged $140M annually)
• Split decision: 2 favor vs 1 against (President Phillips dissenting in written)
• Phillips: Step backward for national AI leadership, affordability can be 

solved

• ERCOT: Texas Model

• Threshold: 75 MW for "large loads"
• Flexibility: Controllable Load Resource program
• Innovation: Data centers as active grid participants
• Market integration: Load reduction compensation
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Analysis of DC energy regulation cases in EU
(using Harvard Taxonomy for AI regulation)

Source for Taxonomy: Harv. L. Rev. 138/6, n.1562 (April 2025)

https://harvardlawreview.org/print/vol-138/resetting-antidiscrimination-law-in-the-age-of-ai/
https://harvardlawreview.org/print/vol-138/resetting-antidiscrimination-law-in-the-age-of-ai/
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Two Different Models
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Policy Recommendations

• Evolution of non-discrimination: Traditional "first come, first 
served" principles must yield to environmental considerations

• Bridge the gap between AI regulation and energy policy – avoid 
sectoral silos

• Only technology and good rules together can save the system: 
combine flexibility, requirements and standards with cross-stack 
tech solutions: software smoothing, GPU controls, and rack-level 
storage

• The AI-energy nexus requires fundamental evolution of energy 
law principles: from sectoral regulation to integrated 
frameworks that address technological, environmental, and 
economic interdependencies.



https://erranet.org/

THANK YOU 
FOR YOUR ATTENTION!

If you’re interested I suggest you to download the full 
ERRA paper:
Regulatory and Policy Frameworks of AI Data Centers 
in EU and the US
by L. Lo Schiavo, ERRA regulatory specialist
https://erranet.org/regulatory-and-policy-frameworks-for-
ai-data-centers-in-eu-and-us/
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